Since once of the best way to learn, is to explain, I want to share with you this quick introduction to recipes package, from the tidymodels family.  
It can help us to automatize some data preparation tasks.

The overview is:

* How to create a recipe
* How to add a step
* How to do the prep
* Getting the data with juice!
* Apply the prep to new data
* What is the difference between bake and juice?
* Dealing with new values in recipes (step\_novel)
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**Introduction**

If you are new to R or you do a 1-time analysis, you could not see the main advantage of this, which is -in my opinion- to have most of the **data preparation** steps in one place. This way is easier to split between dev and prod.

* Dev: The stage in which we create the model
* Prod: The moment in which we run the model with new data

The other big advantage is it follows the *tidy* philosophy, so many things will be familiar.

**How to use recipes for one hot encoding**

It is focused on **one hot encoding**, but many other functions like scaling, applying PCA and others can be performed.

But first, **what is one hot encoding?**

It’s a data preparation technique to convert all the categorical variables into numerical, by assigning a value of 1 when the row belongs to the category. If the variable has 100 unique values, the final result will contain 100 columns.
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That’s why it is a **good practice to reduce the cardinality** of the variable before continuing Learn more about it in the [High Cardinality Variable in Predictive Modeling](https://livebook.datascienceheroes.com/data-preparation.html#high_cardinality_predictive_modeling) from the *Data Science Live Book* ![📗](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAP1BMVEVHcExSiS/P19/N1903bxdDeCHN1t0/dB1CdiE9cRzM1t13oWNckDpckTt3slXM1t0+ch3h6O2vw7J3n2SJp4DPcBqdAAAADXRSTlMAGiBgIq3KX8nq74DvoKkPJAAAAPZJREFUWIXt2MsOgyAQBdCxxQJtfTH+/7dWAgpqTHjMom3mLkk4uQO7AdgiZKvHvOhWwjFSZSKrtadEIWPTxnVyZ7qQ5HqEs1kypMaguyYPzpwsBKqzF7VzGj9XepM4USVfCIucwYRX8h9mptw4CbfZxlJoCpViCPOhaXulGBrnwk4nyKZLDhoiaKEGIqjrBioIr6E+MV4y1ZCnkABy0ldBPUMMMcQQQwwxxBBDPwQpKkgSQa5QPaQFDaS8Uw0B/Cv0oILuRFAoVAc9bwFS5RA+IicsffIgW+gFu6hSSO0dELoAWpx3A0dJZUO2z8mBsPNLZ46Lww8X0A7rFwaQ3wAAAABJRU5ErkJggg==).

Let’s start the example with recipes!

**1st – How to create a recipe**

library(recipes)

library(tidyverse)

set.seed(3.1415)

iris\_tr=sample\_frac(iris, size = 0.7)

rec = recipe( ~ ., data = iris\_tr)

rec

## Data Recipe

##

## Inputs:

##

## role #variables

## predictor 5

summary(rec)

## # A tibble: 5 x 4

## variable type role source

##

## 1 Sepal.Length numeric predictor original

## 2 Sepal.Width numeric predictor original

## 3 Petal.Length numeric predictor original

## 4 Petal.Width numeric predictor original

## 5 Species nominal predictor original

The formula ~ ., specifies that all the variables are predictors (with no outcomes).

Please note now we have two different data types, numeric and nominal (not factor nor character).

**2nd – How to add a step**

Now we add the step to create the dummy variables, or the **one hot encoding**, which can be seen as the same.

When we do the one hot encoding (one\_hot = T), all the levels will be present in the final result. Conversely, when we create the dummy variables, we could have all of the variables, or one less (to avoid the multi-correlation issue).

rec\_2 = rec %>% step\_dummy(Species, one\_hot = T)

rec\_2

## Data Recipe

##

## Inputs:

##

## role #variables

## predictor 5

##

## Operations:

##

## Dummy variables from Species

Now we see the dummy step.

**3rd – How to do the prep**

prep is like putting all the ingredients together, *but we didn’t cook yet!*

It generates the metadata to do the data preparation.

As we can see here:

# Aplico la receta, que tiene 1 step, a los datos

d\_prep=rec\_2 %>% prep(training = iris\_tr, retain = T)

d\_prep

## Data Recipe

##

## Inputs:

##

## role #variables

## predictor 5

##

## Training data contained 105 data points and no missing data.

##

## Operations:

##

## Dummy variables from Species [trained]

Note we are in the "training" or *dev* stage. That’s why we see the parameter training.

We will see retain = T in the next step.

Checking:

summary(d\_prep)

## # A tibble: 7 x 4

## variable type role source

##

## 1 Sepal.Length numeric predictor original

## 2 Sepal.Width numeric predictor original

## 3 Petal.Length numeric predictor original

## 4 Petal.Width numeric predictor original

## 5 Species\_setosa numeric predictor derived

## 6 Species\_versicolor numeric predictor derived

## 7 Species\_virginica numeric predictor derived
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**4th – Getting the data with juice!**

Using juice function:

d2=juice(d\_prep)

head(d2)

## # A tibble: 6 x 7

## Sepal.Length Sepal.Width Petal.Length Petal.Width Species\_setosa

##

## 1 5 3 1.6 0.2 1

## 2 6.9 3.2 5.7 2.3 0

## 3 6.3 3.3 4.7 1.6 0

## 4 5.3 3.7 1.5 0.2 1

## 5 6.3 2.3 4.4 1.3 0

## 6 6.7 3 5.2 2.3 0

## # … with 2 more variables: Species\_versicolor ,

## # Species\_virginica

juice worked because we *retained* the training data in the 3rd step (retain = T). Otherwise it would have returned:
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**5th – Apply the prep to new data**

Now imagine we have **new data** as follows:

iris\_new=sample\_n(iris, size = 5) # taking 5 random rows

d\_baked=bake(d\_prep, newdata = iris\_new)

d\_baked

## # A tibble: 5 x 7

## Sepal.Length Sepal.Width Petal.Length Petal.Width Species\_setosa

##

## 1 6.4 3.2 4.5 1.5 0

## 2 4.6 3.4 1.4 0.3 1

## 3 5.2 2.7 3.9 1.4 0

## 4 4.8 3.4 1.6 0.2 1

## 5 4.8 3 1.4 0.3 1

## # … with 2 more variables: Species\_versicolor ,

## # Species\_virginica

It worked!

bake receives the prep object (d\_prep) and it applies to the newdata (iris\_new)

**What is the difference between bake and juice?**

From this perspective given the training data, following data frames are the same:

d\_tr\_1=bake(d\_prep, newdata = iris\_tr)

d\_tr\_2=d2=juice(d\_prep) # with retain=T

identical(d\_tr\_1, d\_tr\_2)

## [1] TRUE

**Dealing with new values in recipes**

Simulate a new value:

new\_row=iris[1,] %>% mutate(Species=as.character(Species))

new\_row[1, "Species"]="i will break your code"

new\_row

## Sepal.Length Sepal.Width Petal.Length Petal.Width Species

## 1 5.1 3.5 1.4 0.2 i will break your code

We use bake to convert the new data set:

d2\_b=bake(d\_prep, newdata = new\_row)

## Warning: There are new levels in a factor: i will break your code

**The solution! Use step\_novel**

(Thanks to Max Kuhn)

When we do the prep, we have to add step\_novel. So any new value will be assigned to the \_new category.

We will start right from the beginning:

rec\_2\_bis = recipe( ~ ., data = iris\_tr) %>%

step\_novel(Species) %>%

step\_dummy(Species, one\_hot = T)

prep\_bis = prep(rec\_2\_bis, training = iris\_tr)

Get to final data, and check it:

processed = bake(prep\_bis, iris\_tr)

funModeling::df\_status(processed)

## variable q\_zeros p\_zeros q\_na p\_na q\_inf p\_inf type unique

## 1 Sepal.Length 0 0.00 0 0 0 0 numeric 32

## 2 Sepal.Width 0 0.00 0 0 0 0 numeric 23

## 3 Petal.Length 0 0.00 0 0 0 0 numeric 42

## 4 Petal.Width 0 0.00 0 0 0 0 numeric 20

## 5 Species\_setosa 68 64.76 0 0 0 0 numeric 2

## 6 Species\_versicolor 69 65.71 0 0 0 0 numeric 2

## 7 Species\_virginica 73 69.52 0 0 0 0 numeric 2

## 8 Species\_new 105 100.00 0 0 0 0 numeric 1

Please note that Species\_new **has been automatically created** (with zeros).

![👉](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAJFBMVEVHcEz/3F3/31//3F3/3Fz/3Vz/31n/3Vz/21v/3Fz/3Fz/3F0QuJsyAAAAC3RSTlMA7xCaebcoV0DP37axdqQAAAFFSURBVFiF7ZdJksIwDEWR5Vn3v28TuhqStJG+Ei8oKm/PI7IGy7fbxQVCyDMsmbsInVaVJA/onIVJ/ihHJTkmWROPSGpMJDucolwjt73DK9oHswVNW4hdsYgkVPPvTLZQgDxF/xqRhgXGhkYS9D1hnKUXHatFy9PAklY9PUW4WQel0yr64xVxFMwBUTXO2YT4N6FWwgD6YirnPSJ8F1kFjTHpgxaRNjU8ojDHQ7MiY7vpIVqYckQU72VkDMUVXW9dzx+rk80TAs8SqVe/RyQfJ1LvR0/vq0PTUZBq0obzeggZm0gGPfY9ix6SeUWi7W+uImhses4W0LyZIvR+tBcA7JSAtS9Aww3ZBZDgsAXJKu/O6IZkHJPeZR6T432lmzxvkKLlzrW+5fclDq78T+o7lf+9V3kQIB17N5bde69FZ1wXF9/ED3NqWgonnD1uAAAAAElFTkSuQmCC)This ensures it **runs well once** in production.

Now let’s see what happen when we have the new value:

new\_row\_2=bake(prep\_bis, newdata = new\_row)

new\_row\_2 %>% select(Species\_new)

## # A tibble: 1 x 1

## Species\_new

##

## 1 1

It works!

**Conclusions ![💡](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAV1BMVEVHcEz/2YL/2IL/2YL/2YP/2YP/2oLo37H/24X/2YLL1d22w8z/2YP/2oKYqbXN1t3M19zM1d3/2YPM1t3/zE2ZqrX/0mKvvcemtb+2w8y/y9Pe17/s1pv5D4NXAAAAEnRSTlMA79+le79gEEMngFjPj9+/r89H5ghqAAAB0klEQVRYhe3X25KCMAwG4IJFQMRDYetp3/85F1pdgaRpUnX2Zv87Z/SbpA0tKkWmrnTh0uqa/iaVUm/NJHmbZtUrA1JUckdn0BmyKoXlbFFmSCYqqsLL8VnznTXBDGnf5LBrqqm+fFjrVOZRx2SciULGB6aIOxXH4SxTcIDmyd9UULwk1gqNiaxSyXWMoTcuOovc3tidDecACTH3bMyWhPiOMWzI9r2lPrOhvp/90o6fk6Gn5Jw0yE4l2y8KFEDTHyMODWW4hDn0Y1sYTMKcyMOmDSZhjtEkVJuQtHQiD60CB7YNOLGTbdnbXQJO9GAr4V20HESXLPoOAEtCIcYdCVYJg+gzxAcc/xjEeuVq4xA9Q48s72wIMe5ZlzoCsW5+pDkA8RpzzWUUxNmxR9YUJHqJzMMQd6V9dBgSvIuq+cbNoUzkzHqbQ/RNDbMKQfy999EhSPpvpPog9P19u3Vdt3kBsp64RwaVXy7n0+XaLSKEMMJF1toGNa6X01n4xw8jfLMyR2FEErRBCB9ha0pB4r78wjlSCJG0/ep/jvjQp+ZoJ4SUauAgjWnEkGp2kNklOGOO8xU/pilDysPUOYgfs0map5PY1W9RzX5U9s0r5fxNfgAbDJ2ZJZzuzQAAAABJRU5ErkJggg==)**

The recipes package seems to be a good way to standardize certain data preparation tasks.  
Probably one of the strongest points in R, alongside the dplyr package.

![📌](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAV1BMVEVHcEyZqrXdLUOZqrXdLUTWIz3dLUPIWGneLUPdLUOeoq7dLUSZqrXPIjrBGTGZqbaYqrSXqrWZqrW9GS+9GDC+GDC+GDDdLkS+GTGZqrXUJz7CGzLQRVmkdKMLAAAAF3RSTlMA1YCVzyprEKPoML/vTN9Qv2B2cJ/vzxBD/YoAAAIISURBVFiFrdjtuoIgDABg0RRQs7IPoXPu/zpP5dFwDDbU/aq0N7fB9CnLkkJWjR60qmTa17zI9TCGrrYwshm+oTZAahh2kaph2EfSwz5SCZ21EsxstZQj0CoJhdZIOJQulR0OpUrHuwlAadLVGPOzg3Qzb+i5VZIPY/aQys4YSuJMlVeZDSnpwKQrj/PLq3EjKGGXVH3mjlbl+83NGJbkV6k8zAfzucy0pD3HnTqq85ygBBy5nF5PBMIleEUKHGdLDUjMO4Erga4hU5AnwXUEM2NLOShRg0AcCVQoANGS8jZIYJzi0jSf9BEyrw2KQ7hkTJfneVX6TIbcTWPSHTdC/Q9LSEpUuVHpGnMyeeBKt6jDlx6Ew5U6xlMkR4o1LEmKNixBijeML1ENc6L+jUh0w75XJGxY4jRsCmFtWEp4+CisjUlwHAajtzYusRZRlp2sJSRecnVrKcm7P2MhhbWkxIHOriNqfGUydkixcGRgjdPVvrhO8UkVk0indp1+/AyRyK5Jp2Htaf7Uk8hHT6dhonZ8IB0oxyn0ebExl5KmSu0UuoA5NwmOU+iLf7Sa7sH+AwP80blAbY2ecMybRgXu9G7MK1ps+7uiCJUnMU6R8qTENDoEXh5+CGz1rIhil/JMBfpurrUxbtXN5flfQZvTGrfY9rTGxDZ36x29bfsdmFfr+z0uJ8v+ACOgvLI+co2HAAAAAElFTkSuQmCC)Take care of the **data pipeline**, it is what interviewers will ask you for.